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We investigate the formation of extended defects during molecular-dynamics (MD) simulations of

GaN and InGaN growth on (0001) and (11�20) wurtzite-GaN surfaces. The simulated growths are

conducted on an atypically large scale by sequentially injecting nearly a million individual vapor-

phase atoms towards a fixed GaN surface; we apply time-and-position-dependent boundary con-

straints that vary the ensemble treatments of the vapor-phase, the near-surface solid-phase, and the

bulk-like regions of the growing layer. The simulations employ newly optimized Stillinger-Weber

In-Ga-N-system potentials, wherein multiple binary and ternary structures are included in the

underlying density-functional-theory training sets, allowing improved treatment of In-Ga-related

atomic interactions. To examine the effect of growth conditions, we study a matrix of >30 different

MD-growth simulations for a range of InxGa1-xN-alloy compositions (0� x� 0.4) and homologous

growth temperatures [0.50� T/T*
m(x)� 0.90], where T*

m(x) is the simulated melting point.

Growths conducted on polar (0001) GaN substrates exhibit the formation of various extended

defects including stacking faults/polymorphism, associated domain boundaries, surface roughness,

dislocations, and voids. In contrast, selected growths conducted on semi-polar (11�20) GaN, where

the wurtzite-phase stacking sequence is revealed at the surface, exhibit the formation of far fewer

stacking faults. We discuss variations in the defect formation with the MD growth conditions, and

we compare the resulting simulated films to existing experimental observations in InGaN/GaN.

While the palette of defects observed by MD closely resembles those observed in the past experi-

ments, further work is needed to achieve truly predictive large-scale simulations of InGaN/GaN

crystal growth using MD methodologies. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4983066]

I. INTRODUCTION

Solid-state lighting (SSL) has begun to broadly replace

conventional light sources, thereby reaping tremendous eco-

nomic and environmental benefits through increased energy

efficiency;1–5 however, the “green gap”6 in SSL efficiency

remains a major hurdle in this technological transformation.

In particular, high-efficiency red, green, and blue (RGB) light

emitters are needed to use color mixing in order to assemble

the white light most suitable for human eyes and to eliminate

phosphor-down-conversion losses that limit the efficiency of

present-day commercial SSL technology. While high efficien-

cies have been achieved for blue (using InGaN alloys) and

red light (using AlGaInP alloys), these alloys’ emission effi-

ciency is significantly lower for the green-to-yellow light

needed for color-mixing approaches to SSL. This green gap

cannot be filled by AlGaInP alloys because the alloy transi-

tions to an indirect band gap at the necessary compositions.

InGaN alloys, on the other hand, remain as direct-gap semi-

conductors when tuned to the green spectral range (and

beyond) by increasing the alloy’s indium content. Despite the

extensive studies, however, an abrupt reduction in quantum

efficiency occurs for InxGa1-xN emitting at blue-green

wavelengths longer than �500 nm, which corresponds to

increasing indium compositions beyond x� 0.2.7

This drop in quantum efficiency in conventional InGaN-

alloy films has been attributed to multiple underlying mecha-

nisms including8–15 (a) misfit-dislocation formation driven by

lattice mismatch, (b) spinodal-like decomposition driven by

thermodynamic immiscibility, (c) poor electron-hole wave-

function overlap driven by piezoelectric and spontaneous

polarization, and (d) point-defect incorporation driven by low

growth temperatures. These mechanisms all worsen as the

In composition increases because the corresponding lattice-

mismatch strain increases and the required InGaN-growth tem-

perature decreases. While experiments to improve planar-alloy

growth continue, nanostructured-alloy growth has increasingly

entered the research arena. The three-dimensional elastic

response enabled by nanostructuring provides a new degree of

freedom unavailable to conventional planar heteroepitaxy,

with the potential to improve the optical performance of

nanostructured-InGaN devices.9,16–19 In particular, InGaN

nanowires with 40% or more indium incorporation and

reduced defect densities have been achieved,16,17 and the syn-

thesis of InxGa1-xN nanowires across the entire composition

range from x¼ 0 to 1 has been reported.20 Nanowire growth,

however, introduces new structural complexity wherea)Author to whom correspondence should be addressed: xzhou@sandia.gov
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compositions, stresses, and defect-formation processes simulta-

neously couple to the nanostructure’s shape evolution.17

To complement these ongoing experimental efforts to

improve InGaN alloys, the present work uses molecular

dynamics (MD) to directly simulate large-scale (�800 000

atoms), open-system, InGaN-alloy growth onto planar (0001)

and (11�20) GaN substrates. The simulations model a range of

InxGa1-xN-alloy compositions 0� x� 0.4 and homologous

growth temperatures 0.50� T/T*
m(x)� 0.90, where T*

m(x) is

the simulated melting point of the particular composition. We

perform atomistic analyses of the defects formed in the MD-

simulated epitaxial structures and compare the results of

defects in GaN and InGaN alloys with the previous studies.

Existing MD simulations of InGaN growth21–23 and GaN

growth24–32 have typically considered smaller systems, con-

taining fewer than �20 000 atoms, consistent with their focus

on either nanoscale or atomistic processes. Examples include

the studies of interfacial bonding,21 bulk-nanoclustering,22

quantum-dot self-assembly,23 surface diffusion,27 interfacial

crystallization,29 and adatom absorption/desorption.31 Since

these small systems cannot capture the formation of the larger

extended defects observed herein, we will primarily compare

our MD simulations to the results selected from the extensive

literature experimental studies of defects for both GaN and

InGaN. The defects most commonly found during experimen-

tal growths of GaN and InGaN include stacking faults and

associated mixed polytypism,33–38 domain and grain bound-

aries,36,39–41 threading36,40,42–45 and misfit dislocations,12,46–50

surface roughness,43,51–58 surface-pits (most notably, so-

called “V-defects”59,60 and concatenated V-defect trenches61),

and bulk voids.44,51,62,63 These defects have typically

appeared either when growth conditions are poorly optimized

(as when these materials and growth processes were first

explored) or when conditions are pushed yet farther from

equilibrium (as in ongoing attempts to expand or tailor

growth-process methods for improved materials). Our large-

scale MD-based simulations of GaN and InGaN-alloy growth

are at an exploratory stage and, thus, necessarily proceed at

extreme growth rates and temperatures. One might therefore

expect the MD growth simulations to exhibit highly defective

microstructures bearing similarities to experiments, and

indeed, this turns out to be the case.

II. METHODS

A. Interatomic potential

We found only two InGaN interatomic potentials in lit-

erature,64,65 both of the Stillinger-Weber (SW) form origi-

nally developed for semiconductors.66 Of the two, we use

the InGaN potential we recently developed for simulations

of InGaN alloy growth.64 This potential ensures the lowest

energies for the equilibrium wurtzite phase of both GaN and

InN, reproduces the experimental atomic volumes and cohe-

sive energies for elements (Ga, In, N) and compounds (GaN

and InN), and enables crystalline growth that are usually dif-

ficult to achieve with other potentials. This potential is also

apparently unique in that the other potential65 gives only the

Ga-N and In-N interactions. Without N-N (and Ga-In) inter-

actions, the potential in Ref. 65 can only be used to study the

pre-defined InN and GaN bulk structures and, hence, is not

applicable to the growth simulations that are the subject of

the present study. Note that by construction the SW potential

has a zero stacking fault energy, which is a fair approxima-

tion since the first principle calculations indicate that the

energy difference between wurtzite (wz) and zinc-blende

(zb) is small (�10 meV/atom) for both InN and GaN.67

B. MD growth simulation algorithm

The MD code large-scale atomic/molecular massively par-

allel simulator (LAMMPS)68,69 was used to simulate InGaN

alloy growth on a planar GaN surface. Referring to the sche-

matic illustration in Fig. 1, the simulated system initially con-

sists of a perfectly crystalline wz GaN substrate that contains

144(11�20) planes in the x-direction, 4(0001) planes in the y-

direction, and 76(1�100) planes in the z-direction (yielding a cell

�230� 20� 210 Å3). The initial crystal is created based on the

finite-temperature equilibrium lattice constants calculated in

Appendix A, so that it is essentially stress-free. Periodic bound-

ary conditions are used in the x- and z-directions. An open

boundary condition is used in the þy direction, so that the

growth can be simulated on the top, þy surface of the substrate.

Except in Section V where we explore a ð11�20Þ growth, we

assume that all of our other substrate growth surfaces are (0001)

Ga polar. The (0001) Ga polar is the surface orientation and

crystal polarity generally chosen for metal organic chemical

vapour deposition of InGaN/GaN.

As shown in Figs. 1(a) and 1(b), growth is simulated by

injecting In, Ga, and N adatoms into the system, at initial

positions far above the substrate, with velocities directed at

the growing free surface. The species of each injected adatom

is randomly determined subject to a constraint that the aver-

age distribution has composition In:Ga:N¼ x:(1-x):1. To pre-

vent the system from translating due to momentum transfer

from the impinging vapor, a (0001) plane of atoms (two pairs

of Ga and N layers shaded in blue) located at the bottom of

the GaN substrate are fixed. An intermediate region above the

fixed atoms (shaded in red) is simulated with constant temper-

ature dynamics through the Nosè-Hoover algorithm,70 which

enables growth to be simulated at a target substrate tempera-

ture T* (we denote this temperature as T* to signify that the

simulated temperature T* is not exactly the experimental tem-

perature T due to differences in the predicted and experimen-

tal melting temperatures; see Appendix B). Periodic boundary

conditions in the x- and z-directions with fixed volume

FIG. 1. Schematic of deposition simulation at (a) initialization, (b) interme-

diate time, and (c) final time.
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constraint are used to enforce the bulk lattice constant of the

substrate based on the assumption that substrate is much

thicker than the film so that the lateral system dimensions are

determined by the substrate and hence will define the lattice

mismatch between InxGa1-xN film and GaN substrate.

The isothermal region initially contains less than one

(0001) plane, and through algorithmic constraints, its thick-

ness grows at about 85% of the total growth rate given by

the prescribed influx of In:Ga:N. This expansion rate of the

isothermal layer is empirically selected to ensure that the iso-

thermal region never contains the film surface, regardless of

the evolving surface roughness. Above the isothermal region,

none of the surface and vapor atoms are subject to any tem-

perature and pressure control to preserve the incident energy

effects of the adatoms. Any atoms that evaporate from the

surface are reflected back to the substrates by a bounding

surface constraint, as shown by the orange horizontal line

with a vertical arrow in Figs. 1(a) and 1(b).

The growth process is simulated for a total of 40 ns at a

constant effective growth rate of approximately 0.4 nm/ns

and a constant adatom energy of 0.1 eV (note that kBT ¼
0.1 eV corresponds to a temperature �1200 K). This adatom

energy corresponds to In, Ga, and N velocities of 4.1, 5.3,

and 11.7 Å/ps, respectively. The simulated growth rate is

several orders of magnitude higher than realistic values but

is needed to overcome the computational expense, so that

sufficient materials can be grown within reasonable comput-

ing time. The effects of accelerated growth rate are partly

compensated by using elevated growth temperature. We

explored a matrix of 35 growth simulations consisting of five

indium compositions (x¼ 0.0, 0.1, 0.2, 0.3, and 0.4) and

seven temperatures (T*¼ 2000, 2200, 2400, 2600, 2800,

3000, and 3200 K). The simulated temperature T* should be

interpreted in terms of a homologous temperature, T*/T*
m,

using the melting temperature, T*
m, as calculated in

Appendix B. This normalization of temperature takes into

account the fact that the interatomic potential predicts a GaN

melting temperature of 3570 K and an InN melting tempera-

ture of 2715 K, which is substantially higher than the corre-

sponding experimental values of 2493 K (Ref. 71) and

1373 K.72 Further details of the use of LAMMPS-based MD

methodologies to model crystal growth appear in Refs.

73–75.

Finally, we point out that initial crystal created above is

idealized as it does not contain any defects. Experimentally,

substrates always contain pre-existing defects. We could have

added a “pre-deposition” step to grow some GaN thickness to

introduce defects; however, this would have produced effec-

tively the same films albeit with a different substrate-film

boundary.

C. Defect analysis methods

The selected MD growth conditions produce a variety

of defects in our simulated films. These defects include

phase boundaries between the well-defined domains of dif-

ferent crystal structures (e.g., wz, zb), dislocations, surface

roughness, stacking faults, and voids. We use a number of

atomistic analysis methods to identify, quantify, and

visualize both the relevant defects and resulting larger-scale

microstructure. The identification of wz and zb coordinated

atoms is performed using a modified common neighbor analy-

sis (CNA).76 Dislocations are identified using the topology-

based dislocation-extraction algorithm (DXA).77,78 Root

mean square (RMS) surface roughness estimates are obtained

from the maximum heights of atoms in bins within the film

plane. Deposited-film simulations generally exhibit significant

polymorphism where the in-plane size of wz and zb domains

is estimated by assuming a hexagonal prismatic domain struc-

ture bounded by non-crystalline regions with a thickness of

twice the nearest neighbor distance, as guided by direct obser-

vation of the simulated film structures. We then estimate aver-

age domain size using the fraction of non-crystalline atoms

within the film. By following paths along bonds and counting

the number of stacking faults, we calculated the average dis-

tance between structure transitions. Finally, the images of

as-grown atomic configurations are produced with the visuali-

zation software OVITO.77,78

III. GaN-on-GaN HOMOEPITAXIAL GROWTH RESULTS

A. Domain structure

To provide a baseline for the simulated InxGa1-xN films,

we first examine GaN films homoepitaxially grown on GaN

substrates. Temperature effects during GaN homoepitaxy are

revealed by comparing representative as-grown atomic con-

figurations obtained after 40 ns of simulated growth at two

different temperatures of 2000 K (T*/Tm
*¼ 0.56) and 2800 K

(T*/Tm
*¼ 0.78), as shown in Figs. 2(a) and 2(b). Numerous

interesting phenomena can be observed. First, Fig. 2(a) shows

that under the kinetically constrained growth conditions pro-

duced at the lower simulated temperature, the structure exhib-

its a large surface roughness, where the surface topography is

strongly correlated with phase-domain structures formed at

the earliest stage of film growth. In addition, the slow surface-

diffusion kinetics relative to the high growth flux leads to

kinetic trapping of voids between the propagating columnar

domains. As shown in Fig. 2(b), a higher growth temperature

substantially improves the crystallinity of the film microstruc-

ture. Here, we see that surface roughness and volume fraction

of voids are significantly reduced, whereas domain sizes are

increased, as the growth conditions approach equilibrium at

the higher simulation temperature.

FIG. 2. Simulated as-deposited GaN films grown at (a) a lower MD temper-

ature of 2000 K (T*/Tm
*¼ 0.56) and (b) a higher MD temperature of 2800 K

(T*/Tm
*¼ 0.78).
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Figure 2 also shows a high degree of polytypism as man-

ifested by alternating wz and zb platelets appearing along the

film thickness direction, bounded by stacking faults horizon-

tally and heavily defected domain boundaries vertically. The

polytypism revealed in Fig. 2 is possibly exaggerated since

the nearest-neighbor-based Stillinger-Weber (SW) potential

necessarily prescribes equal energies for wz and zb struc-

tures; however, the wz/zb energy difference measured in

experiments is small compared to the available thermal

energy (kBT). In fact, many of the faults observed are pri-

marily due to kinetic effects and polytypism during GaN

growth is also observed in experiments,79,80 particularly at

low growth and nucleation temperatures, where slower

surface-transport kinetics (relative to growth rate) are similar

to the present MD-simulation conditions. We observe that

adatoms land on an initially perfect wz or zb surface. These

new adatoms randomly form local wz or zb nuclei due to

their comparable energies and, as these nuclei expand later-

ally, vertical boundaries form between the resulting domains.

The additional energies imposed by these boundaries then

drive an Ostwald ripening process.81 At the high temperature

shown in Fig. 2(b), this Ostwald process is nearly complete

before the surface is buried by new adatoms. As a result, a

single wz or zb domain covers almost the entire area such

that the film is composed of alternated wz and zb layers

along the growth direction. In sharp contrast, the lack of

complete occupancy of one structure over the entire film

area, as seen in Fig. 2(a), clearly indicates that at the lower

temperature the ripening kinetics are not fast enough to fully

eliminate the vertical boundaries between domains before

domains are buried by new adatoms.

To better understand the domain structures, plan views

of the configurations shown in Figs. 2(a) and 2(b) are further

examined in Fig. 3, where Figs. 3(a) and 3(c) are within the

film bulk while Figs. 3(b) and 3(d) are near the film/substrate

interface. While these figures reveal a microstructure superfi-

cially similar to a typical polycrystalline film, the simulated

microstructures differ in several ways. First, the simulated

microstructure is highly anisotropic, with a thinly striated

pattern present along the primary growth direction and the

orientation of contiguous regions is mostly tied to that of the

substrate, with either the wz-[0001] or the zb-[111] direction

aligned along the deposition axis. We identify these contigu-

ous regions as two-dimensional (2D) phase domains, rather

than the equiaxial grains in a true polycrystalline film,

although we use the terms interchangeably. For GaN, the

size of these domains decreases with distance from the inter-

face, as can be seen by comparing Fig. 3(a) with Fig. 3(b)

and Fig. 3(c) with Fig. 3(d); in contrast, the size increases

with temperature as can be seen by comparing Fig. 3(a) with

Fig. 3(c) and Fig. 3(b) with Fig. 3(d).

It proves interesting to compare the �15 nm thick GaN in

Figs. 2 and 3 to experiments on 10–20 nm thick GaN nucleation

layers grown on sapphire at low temperature (�800–900 K)

by organo-metallic vapor-phase epitaxy (OMVPE). Growth

on sapphire is similar since the lattice mismatch of GaN to

sapphire is so large [16% on (0001)] that the GaN strain relaxes

on sapphire either right at nucleation or within a few mono-

layers such that all subsequent growth is GaN onto the initial

strain-relaxed GaN domains. Cross-sectional transmission-elec-

tron microscopy (TEM) of typical GaN nucleation layers

always finds grains containing stacked wz and zb lamella33–36

where the thickness of the lamella is �0.9–2.5 nm,35 which is

similar to that seen in Fig. 2. The experimental nucleation

layers also show interspersed inclined basal-plane domains or

grains [see Ref. 36; Fig. 2(a)], which is quite similar to the

inclined domains seen at the front-most corner of Fig. 2(a).

Comparing the images of Fig. 3 to plan-view bright-field TEM

of (0001) GaN nucleation layers again shows striking similari-

ties, with both MD and TEM exhibiting lateral grain sizes in

the 5–20 nm range, and with the grains exhibiting lateral facet-

ing in both cases. The main difference between our MD results

and nucleation experiments is the crystallite shapes seen within

the films; MD shows more rapidly coalesced, columnar-grain

structure produced by the very high growth rate, whereas real

GaN nucleation layers, which are grown in a temperature-

selected nucleation-limited regime, show partially coalesced

pyramidal or plate-like grains.33–36

B. Surface roughness and voids

We analyzed surface roughness by separating the film into

a fine array of discretized in-plane bins and then computing the

RMS value of the maximum height of the film in each bin.

Here, we simulated deposition at three different temperatures

of T*¼ 2000 K (T*/T*
m¼ 0.56), 2400 K (T*/T*

m¼ 0.67), and

2800 K (T*/T*
m¼ 0.78), as shown, respectively, in Figs.

4(a)–4(c). We see that under the kinetically constrained, low-

temperature conditions (i.e., T*/T*
m¼ 0.56), significant surface

roughness develops, coinciding with the presence of several

distinct columnar structures. Furthermore, significant voids are

observed at the boundaries between columns, especially at the

junction points of three or more columns. Increasing the

FIG. 3. Plan views of simulated GaN films at (a) 2000 K within the bulk, (b)

2000 K at the film/substrate interface, (c) 2800 K within the bulk, and (d)

2800 K at the interface. Note that T*/Tm
*¼ 0.56 at 2000 K and T*/Tm

*¼ 0.78

at 2800 K.
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growth temperature is seen to cause the surface roughness to

continuously decrease. This is accompanied by an increase in

column diameter and film density. In particular, no voids can

be identified in Fig. 4(c) at T*/T*
m¼ 0.78. These observations

indicate that kinetically constrained conditions are the root

cause for the formation of various defects seen in the homoepi-

taxially grown GaN films.

Comparisons of the roughness and voids seen in MD sim-

ulations to GaN experiments are again interesting. Careful

inspection of the surfaces in Figs. 2 and 4 finds island heights

that are �7% to 20% of the 15 nm layer thickness and island

widths that are �5 to 10 nm. In contrast, well-optimized GaN

homoepitaxy by OMVPE and by molecular-beam epitaxy

(MBE) proceeds by step flow. However, roughened 3D

growth modes are also commonly seen in GaN grown by

MBE in N-rich regimes, where the 3D growth mode arises

from low Ga-adatom surface diffusion and resultant kinetic

roughening.52–54 In N-rich MBE, research finds island heights

and widths of 5–7 nm and 50 nm, respectively, for 200 nm

thick GaN, giving island heights that are �3% to 4% of the

layer thickness. The larger roughness and smaller island

widths seen by the MD strongly suggest an enhancement of

the same kinetic roughening seen for N-rich MBE, but with

the limited MD kinetics expanding the onset of roughening to

a broader range of V/III ratios (only a ratio of one was used in

the simulations).

Turning to void formation, we note that GaN micro-pipes

(basically, open-core threading dislocations) observed in TEM

experiments tend to have uniform diameters in the 3.5–50 nm

range, with bounding sidewalls comprising {10 �1 0} prismatic

planes.51 In Fig. 4(a) herein, we see �1 to 3 nm wide voids

with similar tendency towards prismatic lateral side walls.

However, we can see in Fig. 2(a) that the MD voids appear in

a bead-on-string-like arrangement. These thread-aligned voids

may be an early stage of micropipe formation; however, simu-

lated deposition at higher temperatures does not reveal more

uniform pipes but the fragmentation of micro-pipes into dis-

tributed voids.

C. Dislocation analysis

Dislocations extracted by DXA are displayed in Figs. 5

and 6, respectively, for two growth temperatures of 2000 K

(T*/Tm
*¼ 0.56) and 2800 K (T*/Tm

*¼ 0.78). It can be seen

that significant dislocation densities develop during the sim-

ulated growth. A comparison of the dislocation plan views

shown in Figs. 5 and 6 and the atomic structure plan views

shown in Figs. 3 and 4 indicates that dislocations primarily

occur at the boundaries of domains. This is understandable

because the highly interleaved wz and zb domains necessar-

ily involve numerous stacking faults and associated partial

dislocations. Furthermore, we observe that the dislocation

density is less sensitive to film thickness than to temperature,

indicating that the rather large dislocation densities are prob-

ably kinetically trapped during growth. This is supported by

the fact that increasing temperature reduces dislocation den-

sities and is also consistent with the previous discussion,

since dislocations are formed mainly around the periphery of

domain boundaries, and by increasing temperature, the

domain size increases.

To further quantify the observations in Figs. 5 and 6, we

show dislocation density as functions of temperature and

location along film thickness in Fig. 7. It can be seen that at

low temperatures (e.g., T*/T*
m¼ 0.56), dislocation densities

are the highest at the 20–40 Å above the substrate interface

and decay towards the surface. At intermediate temperatures

(e.g., T*/T*
m¼ 0.78), dislocation densities near the interface

are comparable to those away from the interface. The inter-

mediate temperatures enable the lateral domain evolution

(Ostwald ripening) to be relatively complete on both flat and

rough surfaces, thereby diminishing the difference between

the initial flat surface and the rough surface obtained at a late

stage of growth. At the highest temperature, the Ostwald rip-

ening can fully complete, resulting in low dislocation densi-

ties across the entire film thickness as indicated by the red

line in Fig. 7.

To give an estimate of the sensitivity of defect formation

on growth rate, we performed a simulation at 2800 K and at

FIG. 4. Surface morphology of GaN/GaN

films at (a) 2000 K (T*/Tm
*¼ 0.56), (b)

2400 K (T*/Tm
*¼ 0.67), and (c) 2800 K

(T*/Tm
*¼ 0.78).

FIG. 5. Visualization of dislocation

networks in a GaN film deposited at

2000 K (T*/Tm
*¼ 0.56) showing (a) a

perspective overview, (b) a plan-view

slice within the bulk of the film, and

(c) a plan-view slice at the film/sub-

strate interface. Location of cross-

sections (b) and (c) are indicated in (a)

by the dashed planes.
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half the rate chosen for the other studies. This resulted in a

film with essentially identical zb/wz ratio and approximately

10% less overall dislocation line density. This may be a sig-

nificant reduction; however, we do not expect the defect den-

sities to scale linearly with the deposition rate.

IV. InxGa1-xN-on-GaN HETEROEPITAXIAL GROWTH
RESULTS

A. Domain structure

MD simulations are further performed to grow epitaxial

InxGa1-xN films on GaN substrates. Similar to the GaN

results just discussed, the 3D configurations of In0.4Ga0.6 N

films obtained after 40 ns simulated growth are compared in

Figs. 8(a) and 8(b) at two growth temperatures of 2000 K

(T*/T*
m¼ 0.62) and 2800 K (T*/T*

m¼ 0.87), respectively.

Plan views of the deposited-film configurations shown in

Figs. 8(a) and 8(b) are further examined in Fig. 9, where

Figs. 9(a) and 9(c) are taken within the bulk of the films and

Figs. 9(b) and 9(d) are near the film/substrate interface.

Again, the images are colored according to the phase of the

local crystal structure. Figs. 8 and 9 indicate that the micro-

structure of InxGa1-xN films is qualitatively similar to that of

GaN films. While the presence of indium increases average

domain size within the bulk of the film, one interesting effect

is that indium also significantly reduces the initial domain

size at the film/substrate interface. This smaller initial

domain size is likely because the mismatch strain caused by

indium can be relaxed in 3D by forming islands with high

height-width aspect ratio during the earliest stages of growth.

Subsequent impingement of islands/platelets of differing pol-

ytypes during coalescence results in the formation of smaller

domains at the interface.

Average sizes of the 2D wz and zb domains on the x-z

plane, dxz, are calculated at different temperatures for three

indium contents, x¼ 0.0, 0.2, and 0.4, and the results are

shown in Fig. 10. It can be seen from Fig. 10 that the average

domain size significantly increases with temperature. The

average domain size also increases with indium content at

FIG. 6. Visualization of dislocation

networks in a GaN film deposited at

2800 K (T*/Tm
*¼ 0.78) showing (a) a

perspective overview, (b) a slice within

the bulk of the film, and (c) a slice at

the film/substrate interface. Location

of cross-sections (b) and (c) are indi-

cated in (a) by the dashed planes.

FIG. 7. Dislocation densities in homoepitaxial GaN films as a function of the

depth position, y, within film for various homologous temperatures, T*/Tm
*.

The original substrate surface is at y� 20 Å.

FIG. 8. Simulated as-deposited In0.4Ga0.6 N films grown on GaN at (a) a

lower MD temperature of 2000 K (T*/Tm
*¼ 0.62) and (b) a higher MD tem-

perature of 2800 K (T*/Tm
*¼ 0.87).

FIG. 9. Plan views of simulated In0.4Ga0.6N films at (a) 2000 K within the

bulk, (b) 2000 K at the film/substrate interface, (c) 2800 K within the bulk, and

(d) 2800 K at the interface. Note T*/Tm
*¼ 0.62 at 2000 K and T*/Tm

*¼ 0.87 at

2800 K.
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low temperatures. Furthermore, the functional dependences

of the average domain size on homologous temperature are

very similar for different indium contents. The only excep-

tion is GaN films (x¼ 0.0), where the average domain size

increases rapidly with temperature at T*/Tm
* above 0.8.

Again, this is likely because GaN films do not need to form

islands with high aspect ratio to relax strains. In fact, the

domain growth proceeded to such a degree in these simula-

tions that most domains completely spanned to simulation

cell, which occurred much less frequently when indium was

present. Together with the usual elastic and entropic consid-

erations, this is likely due to the increased defect concentra-

tion at the InGaN/GaN interface, which may ‘seed’ the

crystal with defects, inhibiting the ripening of domains at

high temperatures.

Similar to our comparisons above for GaN, the InGaN-

alloy layers in Figs. 8 and 9 bear similarity to thin experimen-

tal InxGa1-xN layers (x¼ 0.065, 0.33, 0.35, and 0.45) grown

directly on sapphire by OMVPE.37 Both our simulations and

these experiments yield highly faulted materials where the

stacking faults again separate finely interspersed lamella com-

prising zb and wz phases. The measured lamella thicknesses

for each phase are reported to be �3.5 to 5.5 nm,37 which

resembles the �1 to 5 nm thick domains seen in Fig. 8.

B. Surface roughness and voids

Surface roughness is also analyzed for In0.4Ga0.6N films,

and the results obtained at three different temperatures of

T*¼ 2000 K (T*/Tm
*¼ 0.62), 2400 K (T*/Tm

*¼ 0.74), and

2800 K (T*/Tm
*¼ 0.87) are shown, respectively, in Figs.

11(a)–11(c). The trends of the results obtained for the

In0.4Ga0.6N films in Fig. 11 are similar to those obtained for

the GaN films shown in Fig. 4. Specifically, under the kineti-

cally constrained, low-temperature conditions (i.e., T*/Tm
*

< 0.7), significant surface roughness and voids develop, coin-

ciding with the presence of distinctly columnar film structure.

Moreover, increasing the growth temperature is again seen to

cause the surface roughness to continuously decrease, consis-

tent with an increase in column diameter and film density.

These observations further indicate that kinetically constrained

conditions may also contribute to defect formation in heteroe-

pitaxially grown InxGa1-xN films.

RMS surface roughness is calculated at different tem-

peratures and indium contents, and the results are shown in

Fig. 12. As expected, Fig. 12 indicates that surface roughness

decreases with increasing temperature. Furthermore, in the

low-temperature range, surface roughness obtained at high

indium content is lower than that at a low indium content

given the same homologous temperature. Interestingly, in

the high temperature range, surface roughness vs. homolo-

gous temperature relations obtained at different indium con-

tents collapse to a single curve to within error. This suggests

that, while low temperature diffusion kinetics may vary with

indium concentration, at high temperatures, the systems

begin to behave more similarly.

Depending on the growth conditions, InxGa1-xN alloys

experimentally grown on (0001) GaN tend to roughen with

increasing thickness. A variety of layers in the 3–100 nm

thickness range, with compositions near x¼ 0.15–0.25,

exhibit rough, circular mounds or islands qualitatively simi-

lar to those seen in Fig. 11.52–55 In these experiments, the

measured range of island heights (�1 to 15 nm) and widths

(�10 to 200 nm) approach those seen by MD in Figs. 11 and

12. Direct comparisons should be made with caution, how-

ever, given the wide variations in growth conditions and

methods (MD vs. MBE vs. OMVPE), and also because high

screw-type threading-dislocation densities in typical GaN

templates yield a spiral growth mode that competes with the

underlying kinetically driven roughening.52

C. Dislocation analysis

An analysis of dislocations similar to that shown in Figs.

5 and 6 is also performed for the In0.4Ga0.6 N films, and the

results are shown in Figs. 13 and 14, respectively, for the

FIG. 10. Size of 2D wurtzite and zinc-blende domains in InxGa1-xN.

FIG. 11. Surface morphology of

In0.4Ga0.6 N/GaN films at (a) 2000 K

(T*/Tm
*¼ 0.62), (b) 2400 K (T*/Tm

*

¼ 0.74), and (c) 2800 K (T*/Tm
*¼ 0.87).

FIG. 12. RMS surface roughness of InxGa1-xN films.
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two growth temperatures of 2000 K (T*/Tm
*¼ 0.62) and

2800 K (T*/Tm
*¼ 0.87). Again, Figs. 13(a) and 14(a) are 3D

visualization of dislocation networks, Figs. 13(b) and 14(b)

are plan views of dislocations in the bulk of the slab, and

Figs. 13(c) and 14(c) are plan views of dislocations in the

slab near the interface. It can be seen from Figs. 13(a) and

14(a) that significant dislocation densities develop during the

simulated In0.4Ga0.6 N growth. On the other hand, compari-

sons between the dislocation plan views shown in Figs. 13

and 14 and the atomic structure plan views shown in Figs. 9

and 11 indicate that dislocations primarily occur at the

boundaries of domains, consistent with the observations

from GaN films discussed in Sec. III.

To further quantify the observations in Figs. 13 and 14,

dislocation densities are calculated as functions of tempera-

ture and location along thickness, and the results are shown

in Fig. 15. It can be seen that, unlike the GaN films shown in

Fig. 7, dislocation densities in InxGa1-xN films have a much

more pronounced peak near the interface. This is consistent

with the formation of misfit dislocations, which relieve most

of the misfit strain when located near the interface. After

reaching a peak near the heterointerface, dislocation densi-

ties in InxGa1-xN films continuously decay towards the sur-

face, consistent with GaN films.

To further reveal the effects of indium on film structure,

total dislocation densities are shown in Fig. 16 as a function

of temperature at different indium contents. Clearly, increas-

ing indium content increases total dislocation density.

However, it should be recognized that the dislocation densi-

ties discussed here pertain to the total dislocation networks,

which include both misfit dislocations and more numerous

dislocations associated with domain boundaries and stacking

faults. Nonetheless, the prediction of higher dislocation den-

sity at higher indium content is consistent with experimental

observations. In Sec. IV D, we specifically examine misfit

dislocations.

D. Misfit-dislocation observations

One significant concern for the growth of lattice-

mismatched InxGa1-xN films on GaN substrates is the forma-

tion of misfit dislocations. Due to the complexity of the

FIG. 13. Visualization of dislocation

networks in an In0.4Ga0.6 N film depos-

ited at 2000 K (T*/Tm
*¼ 0.62) show-

ing (a) a perspective overview, (b) a

slice within the bulk of the film, and

(c) a slice at the film/substrate inter-

face. Location of cross-sections (b)

and (c) are indicated in (a) by the

dashed planes.

FIG. 14. Visualization of dislocation

networks in an In0.4Ga0.6N film depos-

ited at 2800 K (T*/Tm 0.87) showing

(a) a perspective overview, (b) a slice

within the bulk of the film, and (c) a

slice at the film/substrate interface.

Location of cross-sections (b) and (c)

are indicated in (a) by the dashed planes.

FIG. 15. Dislocation densities in heteroepitaxial In0.4Ga0.6N films as a func-

tion of the depth position, y, within film for various homologous tempera-

tures, T*/Tm
*.

FIG. 16. Total dislocation density in InxGa1-xN films as a function of

temperature.
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polymorphism-induced dislocation networks seen herein, a

full analytical identification of misfit dislocations is currently

not possible. However, by visualizing selected local slabs,

excised from the MD-grown film in a way similar to experi-

mental high-resolution microscopic analysis, misfit dislocation

configurations and densities can be estimated. Using this

approach, cross-sectional views of the films using thin x-y

slabs are shown in Figs. 17(a)–17(c), respectively, for a

homoepitaxial GaN film grown at T*¼ 3000 K (T*/Tm
*

¼ 0.84), for a heteroepitaxial In0.3Ga0.7 N film grown at

T*¼ 3000 K (T*/Tm
*¼ 0.90), and for the same heteroepitaxial

In0.3Ga0.7 N film grown at a lower temperature of T*¼ 2800 K

(T*/Tm
*¼ 0.84).

It can be seen from Fig. 17(a) that along the x- direction,

there are 144 ð11�20Þ planes in the substrate at the bottom,

whereas there are only 143 such planes on the top surface.

The one missing plane can be identified as a single edge-type

dislocation located at the x-y position marked by the pair of

vertical lines. This type of edge dislocations can release mis-

fit strain in lattice-mismatched systems and hence can be

considered as misfit dislocations. A similar analysis applied

to Fig. 17(b) finds four misfit dislocations near the heteroin-

terface. Using the same approach, a large number of edge

type dislocations are found in Fig. 17(c). In particular, there

are 12 dislocations. Interestingly, two of the dislocations

create horizontal extra half planes. This is counterintuitive;

nevertheless, an extra plane inside a bulk semiconductor

compound has also been observed in experiments.82 For the

remaining 10 dislocations, 7 of them create extra half planes

below the dislocation core, and three of them create extra

half planes above the dislocation core. Overall, these 10 dis-

locations create four missing planes on the surface, as com-

pared to the heterointerface at the substrate boundary.

Hence, the net effect of these 10 dislocations is to create four

misfit dislocations, which is exactly the case in Fig. 17(b).

Based on the analysis above, Fig. 17(a) correctly indi-

cates that for the homoepitaxial GaN/GaN films, the proba-

bility of forming edge type dislocations is very low. Fig.

17(b), on the other hand, indicates that for the lattice mis-

matched In0.3Ga0.7 N films, the misfit dislocation density is

very high (4 misfit dislocations over a distance of approxi-

mately 23 nm). This result is qualitatively consistent with

experimental observations where misfit-dislocation arrays

have been observed by plan-view TEM at the In0.1Ga0.9 N/

GaN heterointerface of 100 nm thick layers.48 According to

calculations by Holec et al.,50 the thermodynamic critical

thickness for misfit-dislocation introduction at the composi-

tion of x¼ 0.3 used in the simulations is only� 1.6 nm.

Because the simulated film thickness (15 nm) is nearly 10�
the critical thickness, the observed misfit dislocations are to

be expected (unless kinetically barred by the high MD

growth rate). Fig. 17(c) shows that reducing temperature fur-

ther increases dislocation density of the In0.3Ga0.7N films.

Some of the increased dislocations, however, create the

anomalous extra half planes that further increase the InGaN/

GaN lattice mismatch strain. These anomalous dislocations

are caused by the kinetic trapping effects and do not reflect

the equilibrium misfit-dislocation density.

V. DISCUSSION

One primary observation of the present work is the for-

mation of extensive polymorphisms during (0001) growth

that are at least qualitatively comparable to the experimental

observations and have a deleterious effect on the perfor-

mance of SSL devices. The fundamental mechanism is a

result of the fact that (0001) planes can have either

ABCABC… stacking that results in a zb crystal or ABAB…

stacking that results in a wz crystal. Consequently, growth

on the non-polar ð11�20Þ planes of GaN, where ABAB…

FIG. 17. Misfit dislocations in InxGa1-xN/GaN films at (a) x¼ 0.0,

T*¼ 3000 K (T*/Tm
*¼ 0.84); (b) x¼ 0.3, T*¼ 3000 K (T*/Tm

*¼ 0.90); and

(c) x¼ 0.3, T*¼ 2800 (T*/Tm
*¼ 0.84). Atoms are colored by species.
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stacking is revealed at the growth surface, should effectively

eliminate the polymorphism. As a demonstration of the use

of MD to validate this hypothesis, we performed an MD sim-

ulation of growth of a homoepitaxial GaN film on a ð11�20Þ
GaN substrate surface at a temperature of T* ¼ 2800 K and a

growth rate around 0.4 nm/ns. The initial substrate contains

84(1�100) planes in the x- direction, 12 ð11�20Þ planes in the

y- direction, and 41(0001) planes in the z- direction. The

final configuration obtained after 40 ns of simulated growth

is shown in Fig. 18, using the same structure color scheme as

in the previous figures. Figure 18 confirms that the film

grown on ð11�20Þ contains a single phase of wurtzite. Thus,

the MD simulation confirms that the polymorphism and the

associated defects can be greatly reduced by using a non-

polar growth direction. More importantly, we can see how

simulated growth can provide a model for actual growth

experiments. Systematic MD studies for InGaN alloys grown

on ð11�20Þ surfaces are currently underway.

VI. CONCLUSION

The large-scale molecular dynamics simulations of

InxGa1-xN growth on (0001) GaN reveal the formation of a

variety of defects. Although the prediction of the highly

polytypic structures might be the consequence of the approx-

imation of Stillinger-Weber potentials (especially when

combined with the high growth rates and temperatures inher-

ent to present-day MD simulations of growth), the observed

trends of temperature and indium content effects on polytyp-

ism, dislocations, voids, surface roughness, and domain-

boundary structures tend to resemble known experimental

observations in InGaN/GaN. Furthermore, preliminary simu-

lations confirm that the polymorphism can be reduced by

growth on non-polar surfaces such as ð11�20Þ, potentially

allowing improved studies of misfit dislocation formation

and strain relaxation during InGaN/GaN heteroepitaxy.

Finally, these emergent simulations of InGaN alloy

growth suggest that MD-based models, combined with our

development of improved SW potentials for the In:Ga:N sys-

tem, offer new possibilities for exploring the atomistic mech-

anisms leading to defect formation during the growth of

InGaN/GaN heterostructures. Based on these encouraging

results, we are seeking further improvements in our MD-

based methods for simulating III-nitride crystal growth.

Using these methods, we are also pursuing MD studies of

defect reduction in InGaN/GaN through the use of nanostruc-

tured heteroepitaxy.
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APPENDIX A: LATTICE CONSTANT

We calculated the lattice constants, a and c, for wurtzite

InxGa1-xN crystals as a function of temperature T and com-

position x. The crystals used for the calculations contain

20ð11�20Þ� 6(0001)� 12ð1�100Þ planes, which is about

30� 30� 30 Å. The systems are equilibrated for 6 ns under

the periodic boundary conditions and a zero pressure NPT

(constant number of atoms, pressure, and temperature) Nosè-

Hoover70,83,84 thermostat/barostat. After the first 1 ns is dis-

carded to allow equilibration, time averaged system dimen-

sions for the final 5 ns are used to calculate the finite

temperature lattice constants. A matrix of 25 simulations

consisting of 5 indium contents (x¼ 0.0, 0.1, 0.2, 0.3, and

0.4) and 5 temperatures (T*¼ 1800 K, 2200 K, 2600 K,

3000 K, and 3400 K) are performed. The MD data are fitted

to the following equations (note that they should be only

used for x between 0 and 0.4):

aðT; xÞ ¼ a1800;GaN½1þ 6:208� 10�6ðT� � 1800Þ
þ 0:2172 x�; (A1)

cðT; xÞ ¼ c1800;GaN½1þ 5:390� 10�6 ðT� � 1800Þ
þ 0:2151 x�; (A2)

where a1800,GaN¼ 3.202 Å and c1800,GaN¼ 5.230 Å are lattice

constants for GaN at 1800 K. Both MD data and fitted curves

are shown in Figure 19. It can be seen that the fitted equa-

tions match the MD data extremely well.

Eqs. (A1) and (A2) indicate that the thermal expansion

coefficients of InxGa1-xN are aa¼ 6.208� 10�6 K�1 in the a-

direction and ac¼ 5.390� 10�6 K�1 in the c-direction and

are independent on the indium content or temperature within

the ranges tested. These values are close to those obtained

experimentally at high temperatures.85 The lattice constants

also linearly increase with indium content, nicely matching

Vegard’s law. At the 1800 K endpoint, Eqs. (A1) and (A2)

give aGaN¼ 3.202 Å and cGaN¼ 5.230 Å, also close to exper-

imental values at the equivalent homologous temperature

defined in Appendix B.85

FIG. 18. Simulated as-deposited GaN film grown on a ð11�20Þ GaN surface

at an MD temperature of 2800 K (T*/Tm
*¼ 0.78).
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APPENDIX B: MELTING TEMPERATURE

Material structures depend mainly on the homologous

temperature T/Tm in experiments.86 When MD melting tem-

perature Tm
* differs from the experimental melting tempera-

ture Tm, it is preferred to relate the results in terms of the

homologous temperature concept T*/Tm
*. To apply this con-

cept, Tm
* of InxGa1-xN is calculated as a function of indium

content x.

The wz InxGa1-xN crystals used for the calculations con-

tain 20ð11�20Þ� 32(0001)� 12ð1�100Þ planes, which is about

30� 165� 30 Å3. Following the same approach applied pre-

viously,64,87 a mixture of crystal and liquid is brought into

equilibrium under the constant pressure-enthalpy (NPH)

ensemble.70,83,84 After discarding the first 8 ns of simulation

under the mixture state, the melting temperature is calculated

as the time-averaged temperature in the next 8 ns period.

This approach results in extremely small errors of less than

3 K.64 We have performed calculations for 5 indium contents

(x¼ 0.0, 0.1, 0.2, 0.3, 0.4). The results are fitted to the fol-

lowing equation:

Tm
�ðxÞ ¼ ð1� xÞT�m;GaN þ xT�m;InN; (B1)

where T*
m,GaN¼ 3570 K and T*

m,InN¼ 2715 K are respec-

tively melting temperatures of GaN and InN. Both MD data

and the fitted curve are shown in Fig. 20. It can be seen that

the fitted equation matches the MD data extremely well.

Interestingly, the calculated melting temperature is seen to

linearly decrease with indium content.

Note that the experimental melting temperatures for

GaN and InN are respectively Tm,GaN¼ 2493 K (Ref. 71) and

Tm,InN¼ 1373 K.72 As a result, our potential substantially

overestimates melting temperature. In this regard, it is the

predicted trends at equivalent homologous temperatures that

are most informative of experiments.
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